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e Can we accurately predict suggested songs following a playlist, based on the
characteristics of a song?

e Being able to predict songs that have a similar "vibe" can boost creative input, as
well as an eclectic music taste

o Ability to "blend” any number of user's songs to recommend tracks that have the
highest similarity across all user songs'.




e Raw data extracted from Spotify APl database

o \Web API has several endpoints, containing parameters relating to albums, artists, tracks,
and playlists

e Includes categorical features like artist and album name, as well as more niche features
like "danceability” and "energy”



https://developer.spotify.com/documentation/web-api/reference/#/

Dataset

e Since we want to predict song suggestions based on playlist tracks,
we meshed playlists together to make one playlist that's large
enough to model on

e Created a CSV file consisting of four distinct users, each with their
own distinct playlist(s)

e 4539 rows (tracks) x 17 columns (song attributes)




e Song data was pulled from three distinct Spotify users, all of whom have different styles

of music.
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Correlation matnx of Track Metrics

length 0.1 0.031 0.087 0.048 0.15 0.012 0.083 0.077 0.019
popularity - 0.1 0.11 0.11 0.045 0.2 0.00069 0.18 0.11 0.0092

danceability - 0.031 0.11 0.28 0.15 0.083 0.08 0.16 0.19 0.073

acousticness - 0.087 0.11 0.28 0.57 0071 0.07 0.44 0.07 0.086

crergy | 0048 004S | 053 oe o (NI one  on

instrumentalness 0.15 0.2 0.083 0.071 0.034 0.05 0.28 0.16 0.022

liveness - 0.012 0.00069 0.08 0.07 014 0.071 0.089 0.0079

loudness -  0.083 0.18 0.16 0.44 “ 0.28 0071 0.051 0.079

speechiness -  0.077 0.11 0.19 0.07 0014 0.16 0.089 0.051 0.063
tempo - 0.019 0.0092 0.073 0.086 012 0.022 0.0079 0.079 0.063
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Most notable correlations arebetween the "energy” and “loudness’ features (skew
positive) and "energy” with "acoustichess’ (skew negative)



Loudness vs Energy Acousticness vs Energy







e TO begin our cluster analysis, we used the elbow
method to find the optimal number of clusters ——r

e \We found that the optimal number of clusters 24000
was five 22000

e Given this value, we used sklearn's clustering g 2o
algorithm on our dataset, creating a table of the
cluster labels, dimensional feature values, and oo
track info for each data point or track 12000

e Created a table of cluster centers for use in the
recommendation part of our analysis

The Elbow Method showing the optimal k
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e t-SNE, or t-distributed stochastic neighbor embedding, is a machine
learning technique that performs dimensionality reduction on our
data

e Given a large number of features, dimensionality reduction helps to
downsize this number into a number of components that can easily
be graphed

e \We used t-SNE to reduce the dimensions of our data point table and
cluster center table

e This allowed us to better visualize, analyze, and understand how
each data point fit into a given cluster
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e Performed t-SNE embedding on our
dimension reduced data to give us five
clusters (from optimal k-mean cluster)




e \We needed to randomly select a large dataset of nhew songs from
Spotify's API

e Created a function which called on Spotify's search endpoint, adding a
random letter to the final query string

o Ue used a wildcard character (%), randomly entering it after or on both
sides of the random letter within the final query string (e.g. 'd%’ or "7%d%’)

o Allowed us to search for any song that matched the random letter
that was entered

« Randomly selected the offset parameter, which specified where in the
returned data, to start picking songs from

e Ended with a new dataset of 1,000+ randomly selected songs



column_names = ["name", "album”, "artist”, "distance"]
# test_centers_trimmed = test_centers.iloc|:,4:]

# calculate the Euclidean distance between two vectors
def euclidean_distance(rowl, row2):
distance = 8.8

Lt S o After gathering random Spotify tracks, we
returm . Sare(distance) needed to write a function that measured

#finds the distance to the closest cluster for a given song .

def find_distance_from_centers(song, centers): the dIStanCe tO the Cl_OseSt Cl_USter for any

distances = []
for i in range(len(centers)):

distance = euclidean_distance(song, centers.iloc[i, :]) glven SOng

distances.append({distance) '
return nin(distances) e Songs closest to our 5 cluster centroids

e G e e had the highest similarity across all of our

songs_distances = pd.DataFrame(columns = column_names)

for i in range(len(songs)): metriCS

song_trimmed = songs.iloc[i,5:12]

best_distance = find_distance_from_centers(song_trimmed, centers) ° The SOngS \x/lth the Smal.l.eSt dIStance Were

songs_distances.loc[i, "name"] = songs.iloc[i,8]

songs_distances.loc[i, "album"] = songs.iloc[i, 1] then recommended

songs_distances.loc[i, "artist"] = somgs.iloc[i, 2]
songs_distances.loc[i, "distance”] = best_distance

return songs_distances

distance_df = near_cluster_centers{cluster_center_table, random_songs_df)
distance_df.sort_values(“distance")
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e Suggested songs relative to cluster centroids based on metrics
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Although we modeled and analyzed a dataset
with over four thousand features (tracks), more
expansive data would be useful in producing more
accurate predictions

Standardizing data would help in making sense of
our analyses

Not enough memory to do more
training/modeling

Learning how to suggest more "similar” tracks is
useful for user experience and stakeholder
(Spotify's) profit.




Thank you!



